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Abstract  

Geometric programming problem is a powerful tool for solving some special type nonlinear programming 

problems. In the last few years we have seen a very rapid development on solving multiobjective geometric 

programming problem. A few mathematical programming methods namely fuzzy programming, goal 

programming and weighting methods have been applied in the recent past to find the compromise solution. 

In this paper, -constraint method has been applied in bi-level multiobjective geometric programming 

problem to find the Pareto optimal solution at each level. The equivalent mathematical programming 

problems are formulated to find their corresponding value of the objective function based on the duality 

theorem at eash level. Here, we have developed a new algorithm for fuzzy programming technique to solve 

bi-level multiobjective geometric programming problems to find an optimal compromise solution. Finally 

the solution procedure of the fuzzy technique is illustrated by a numerical example. 

Keywords:  Geometric programming; -constraint method; Fuzzy programming; 

Duality theorem; Bi-level programming; Pareto optimal solution. 

1.   Introduction 

Various mathematical programming methods have been formulated to solve many real 

world problems. Since late 1960’s, geometric programming (GP) has been known and 

used in various fields (like operations research (OR), Engineering sciences etc.). It’s 

founders include Duffin et al., (1967) and Peterson (2001). GP is useful in the study of a 

variety of optimization problems and it is technique developed for solving algebraic 

nonlinear programming problems subject to linear or nonlinear constraints.  

 

Today, most of the real world decision making problems in economic, environmental, 

social, and technical areas are multidimensional and multiobjective ones. Multiobjective 

optimization problems differ from single objective optimization problem. The purpose of 

multiobjective problems (MOP) in the mathematical programming (MP) framework is to 

optimize the different objective problems simultaneously subject to a set of system 

constraints (Islam and Roy, 2005; Islam, 2010; Bazikar and Sarj, 2014; Bit, 1998). 

However, the decision makers (DMs) are always in search of a most compromise solution 

that could optimize all objective functions, known as Pareto optimal solution (Ojha and 

Biswal, 2014; Ojha and Ota, 2014). According to Hwang and Masud (Hwang and Masud, 

1979) multiobjective optimization method can be classified into three categories such as 

priori method, interactive method and generation method. The priori method is based on 

the goals or weights which are to be set by the decision maker before solution process 

which is a difficult task in the part of decision maker for obtaining compromise solution. 

Interactive method are used to find the solution interactively. The generating methods are 

less popular due to their computational effort and is used to find Pareto optimal solution 

(Chankong and Haimes, 1983; Mavrotas, 2009). So, this research is considered the main 

problem in the form of bi-level geometric programming problem (BLGPP).  
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Bi-level programming problems (BLPP) form an important class optimization problems 

involving hierarchical decision making. Processes where the Upper level (UL) decision 

maker anticipates the responses from the Lower level (LL) and proceeds with optimizing 

its own objective. Their origin traces back to the Stackelberg competition model in 

economics (Von-Stackelberg, 1952). In recent years, the optimization problems with 

hierarchical structures have attracted a great amount of interests among researchers in 

OR, economics and applied mathematics (Zhanf, 2003; Bard, 1999; Vincente and 

Calamai, 1993). In this paper we use Lee and Hus-Shihshih (2001) work to solve 

BLGPP. Also we extend (Ojha and Biswal, 2014; Ojha and Ota, 2014) to solve bi-level 

multiobjective geometric programming problem (BLMOGPP)as: First, at each level we 

have applied -constraint method to solve a special class of multiobjective geometric 

programming problems (MOGPP) where -constraint method is optimize one of the 

objective function at a time where other objectives are kept in the constraint part of the 

model. This method is found more suitable than the other generating methods used for 

obtaining Pareto optimal solution. After obtaining lower and upper bounds of each 

objective function we find the Pareto optimal solution. Also, we have used fuzzy 

programming problem due to Zimmermann (1990) based on the concept given by 

Bellman and Zadeh (1970) at each level to find the lower and upper bounds of each 

objective function. It has been successfully applied to solve various types of 

multiobjective decision making problems. Second, a develop new fuzzy programming 

(FP) technique have been applied in BLMOGPP to find the optimal value of the functions 

due to the lower and upper bounds of the previous step (Yang and Cao, 2010; Zhou et al., 

2016) through given a step – by – step new algorithm to the FPBLMOGPP. Finally an 

illustralive example is presented to find the Pareto optimal solution using -constraint 

method and fuzzy programming method to BLMOGPP. 

2.   Bi-level Multiobjective Geometric Programming Problem (BLMOGPP) 

In a bi-level problem, multiple decision entities may exist at each level, and this is known 

as a bi-level multi-leader and /or multi-follower decision problem. A bi-level 

multiobjective geometric programming problem can be stated as (Lu et al., 2016): 

For 
qpLqp RYXRYyRXx  ),(,, so as to 

(Upper level):  

)),(),...,,(),,((),(min 21 yxFyxFyxFyxF M
Xx




     (2.1) 

s.t. 

,1),( yxG           (2.2) 

0),( yx           (2.3) 

where, for each x given by the first level, y solves 

(lower level):  

)),(),...,,(),,((),(min 21 yxfyxfyxfyxf N
Yy




     (2.4) 

s.t.        

,1),( yxg           (2.5) 

0),( yx           (2.6) 
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where x,y are decision variables of the Upper level and the Lower level respectively; 

NjMiRRRfF Lqp
ji ,...,2,1,,...,2,1,:,   are the conflicting objective 

functions of the Upper level and the Lower level respectively; 
nqpmqp RRRgRPRG  :,:  are the constraint conditions of the Upper 

level and the Lower level respectively. The sets X and Y place additional restrictions on 

the decision variables, such as upper and lower bounds or integrality requirements. Also  
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where 0itc  for all i and t, 0jtc  for all j and t, 0tic  for all i and t, 0tjc  for 

all jand t ; trijtritr aaa ,, and trja   are real numbers for all iTjirtji ;,,,,,   is the 

number of terms present in the ith objective function ),,( yxFi  jTMi ;,...2,1  is the 

number of terms present in the jth objective function ij TNjyxf  ;,...,2,1),,(  is the 

number of terms present in the i th constraint, mi ,...,2,1  and jT   is the number of 

terms present in the j th constraint, nj ,...,2,1 .  

 

In the above BLMOGPP from (2.1)-(2.6) there are (M + N) number of minimization type 

objective functions, (m + n) number of inequality type constraints and L = p + q number 

of strictly positive decision variables. Both upper level problem (2.1) – (2.3) and lower 

level problem (2.4) – (2.6) is considered as a vector minimum problem. It is assumed that 

the two problems have an optimal compromise solution.  

3. Upper Level Muliobjective Geometric Programming Problem (ULMOGPP) 

with - Constraint Method  

The - constraint method is proposed by Haimes et al. (1971) for generating Pareto 

optimal solutions. Since MOGPP is special type of vector minimum problem, the - 

constraint method is applicable to the present form. It is assumed that the present problem 

from (2.1) – (2.3) and the problem (2.4) – (2.6) are feasibles and have optimal 

compromise solutions.  

 

The present ULMOGPP (2.1) – (2.3) can be redefined as a single objective geometric 

programming Problem (GPP) by using - constraint method as: 

(ULGPP):  
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where ,0h  
for all h. 

 

Here we have M number of single objective geometric programming problem (GPP1). 

This problem can be simplified as: 

(GPP1): 

},...,2,1{,),(min
111

MiyxcyxF itbitr
i

e
b

a
r

p

r

q

b
it

T

t
i

Xx



    (3.5) 

s.t. 

ihMhyx
c

yxF htbhtr
h

e
b

a
r

p

r

q

bh

ht
T

t
h 






 ,,...,2,1,1),(
111

,  

i.e.   ihMhyxcyxF htbhtr
h

e
b

a
r

p

r

q

b
ht

T

t
h 



 ,,...,2,1,1),(
111

,  (3.6) 

 ,,...,2,1,1),(
111

miyxcyxG tbitri
i

e
b

a
r

p

r

q

b
ti

T

t
i  







     (3.7) 

 ,,...,2,1,0,,...,2,1,0 qbyprx br     (3.8) 

where 

h

ht
ht

c
c


  for all h, t, ih  ,        (3.9) 

),(),(, yxFyxFcc iiitit   for },...,2,1{ Mi .   (3.10) 

 

The GPP1 has [(M-1) + m] constraints and [L = p + q] number of decision variables. 

The degree of difficulty of this problem can be defined as:  
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The solution procedure for a GP may be categorized as of two types. It is either primal 

based algorithms that directly solve nonlinear primal problem, or dual based algorithms 

that solve the equivalent linear constraint dual program (Peterson, 2001). The dual form 

of GPP plays an important role in solving complex types of single and multiobjective 
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optimization problems. It has been verified, if primal program of the problem is super 

consistent and attains its constrained minimum value, then its corresponding dual 

program is consistent and attaines its corresponding maximum value where the optimal 

values due to primal and dual program are same. The dual program of ULMOGPP can be 

formed as: 

3.1. Dual Program of ULMOGPP 

The dual program of GPP1 can be stated as:  
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0itw , for all i, t, ,0tiw  for all .,ti  

This dual problem can be solved by using duality theory of GPP [24].  

4.  Lower Level Multiobjective Geometric Programming Problem (LLMOGPP) 

with - Constraint Method      

LLMOGPP as in (2.4) – (2.6) can be redefined as a single objective GPP by using - 

constraint method as:  

(LLGPP): 

},...,2,1{,),(min
111

Njyxcyxf jtbjtr
j

e

b

a

r

p

r

q

b
jt

T

t
j

Yy



 ,    (4.1) 

s.t. 

       jsNsyxcyxf s
e
b

a
r

p

r

q

b
st

T

t
s

stbstr
s




 ,,...,2,1,),(
111

,   (4.2) 

and  



Azza H. Amer 

Pak.j.stat.oper.res.  Vol.XIII  No.4 2017  pp739-756 744 

       njyxcyxg tbjtrj
j

e

b

a

r

p

r

q

b
tj

T

t
j ,...,2,1,1),(

111










  ,    (4.3) 

       ,,...,2,1,0,,...,2,1,0 qbyprx br      (4.4) 

where ,0s for all s. 

Here we have N number of single objective geometric programming problem (GPP2). 

The above problem can be simplified as:  
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The GPP2 has [(N – 1) + n] constraints and [L = p + q] number of decision variables. The 

degree of difficulty of this problem is:  
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4.1. Dual Program of LLMOGPP 

The duel program of GPP2 can be stated as:  
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0jtw , for all j, t,  0tjw , for all tj , . 

This dual program can be solved by using duality theory of GPP [24].  

5.   Fuzzy Decision Models for BLMOGPP 

To solve BLMOGPP by adopting, the leader- follower Stackelberg game, and the well-

known fuzzy decision model of Bellman and Zadeh (1970), who have introduced fuzzy 

set theory in 1965 which is generalization of classical set theory to understand the 

uncertainty and vagueness in the complexity of the problems. Fuzzy programming 

problem (FPP) has been successfully applied to solve various types of multiobjective 

decision making problems such as engineering design and maintenance, production 

planning and control, transportation, water resource management, managerial decision 

making and scheduling program. A fuzzy set is associated with its membership function 

which is defined from its elements to the interval [0,1] plays an important role in solving 

multiobjective decision making problems. There are several type of fuzzy membership 

functions, so a membership function is to be selected to solve the real world 

multiobjective mathematical programming problems is a suitable. Also we get the 

satisfactory solution that is acceptable to Upper level decision maker (ULDM), and then 

give the ULDM decision variables and goals with some information to the lower level 

decision maker (LLDM) for him/her to seek the satisfactory solution and to arrive at the 

solution which is closest to the satisfactory solution of the ULDM. This due to, the 

LLDM should not only optimize his/her objective functions but also try to satisfy the  

ULDM’s goals and preference as much as possible (Lee and Hsu-Shihshih, 2001). In this 

way, the solution method simplifies a BLMOGPP by transforming it into separate 

MOGPP at Upper and Lower levels, by that means the difficulty associated with non-

convexity to arrive at an optimal solution, is avoided (Abo-Sinna, 2001; Osman et al., 

2004) The following algorithm steps are used to solve a multiobjective optimization 

problem with a linear member functions by geometric programming technique to find an 

optimal compromise solution. 
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5.1.  Fuzzy Programming Method for ULMOGPP (FPULMOGPP) 

Algorithm (1):   

Step 1:  First, choose one of the objective function ,,...,2,1),,( MiyxFi 
 
and solve it 

as a single objective geometric programming problem subject to the constraints 

(2.2) and (2.3) by using GP algorithm (Beightler and Philips, 1976)). Let 

),,( ii YX Mi ,...,1  be the respective ideal solution for M different GP 

problems. It is assumed that at least two of these ideal solution are different 

),...,2,1),,(( MiyxFi   and has the different bound values. If all the optimal 

solution ),( ii YX  MiYX ,...,2,1),,( ** 
 

are same then stop and 

),( ** YX
 
is the optimal compromise solution. Otherwise go to step 2.  

Step 2:  Evaluate all these M objective functions ),...,2,1),,(( MiyxFi  at all these M 

ideal solutions MiYX ii ,...,2,1),,(  . 

Step 3:  Find the best value il  (minimum value) and the worst value iu  (maximum 

value) at each objective function ),( yxFi such that,  

 .,...,2,1,),( MiuyxFl iii         (5.1) 

Step 4:  Let i be the point in the interval such that, Miul iii ,...,2,1,   and 

change the value of i in the interval ],[ ii ul , we can generate a set of Pareto 

optimal solution by using GPP1, see section 3.1. 

Step 5:  Goals and tolerances can be reasonably set for individual solutions and the 

differences of the best and worst solutions, respectively. This data can then be 

formulated as the following membership functions of fuzzy set theory 

(Zimmermann, 1990): 
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 where Miul ii ,...,2,1,  . 

 If ,ii ul   then define 1),( yxi for any value of i. 

Step 6: Obtain the solution of FPULMOGPP by solving the following Tchebycheff 

problem (Lee and Hsu-Shihshih, 2001): 

Max           (5.3) 

s.t. 

,,...,2,1,
),(

Mi
lu

yxFu

ii

ii 



       (5.4) 
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,1),( yxG         (5.5) 

oyx ),(      ,       (5.6) 

].1,0[           (5.7) 

whose solution is assumed to be 
UU

i
UU MiFYX ,,...,2,1,,,  (satisfactory level). 

Further the inequality (5.4) can be represented as:   

MiuluyxF iiii ,...,2,1,)(),(        (5.8) 

Also  .,...,2,1, Miul iii 
     

(5.9) 

5.2.  Fuzzy Programming Method for LLMOGPP (FPLLMOGPP) 

Algorithm (2): 

Step 1:  In the same way, the LLMOGPP independently solves      

 Njyxf j ,...2,1,),(min   

s.t. 

        1),( yxg , 

        0),( yx     . 

Step 2: Find individual best value jl (minimum value) and individual worst value ju

(maximum value) at each objective function ),( yxf j such that,   

 Njuyxfl jjj ,...,2,1,),( 
     

(5.10) 

Step 3:    Let j
 
be the point in the interval such that,  

 Njuyxl jjj ,...,2,1,),(   and change the value of j in the 

interval ],,[ jj ul  we can generate a set of Pareto optimal solution by using 

GPP2, see section 4.1. 

Step 4:   Formulate the following membership functions of fuzzy theory 

(Zimmermann, 1990) by using the above information as: 

 
























jj

jjj
jj

jj

jj

jf

ux,yf

ux,yfl
lu

yxfu

lx,yf

yxf
j

)(if,0

)(if,
),(

)(if,1

)),((  (5.11) 

 where .,...,2,1, Njul jj   

 If jj ul  . Then define 1),( yxj  for any value of j. 
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Step 5:  Obtain the solution of FPLLOGPP by solving the following Tchebycheff 

problem (Lee and Hsu-Shihshih, 2001):  

    Max           (5.12) 

s.t. 

,,...,2,1,
),(

Nj
lu

yxfu

jj

jj





      (5.13) 

,1),( yxg          (5.14) 

,0),( yx          (5.15) 

 ].1,0[          (5.16) 

whose solution is assumed to be 
LL

j
LL NjFYX ,,...,2,1,,,  (satisfactory level). 

Further the inequality (5.13) can be represented as: 

Njuluyxf jjjj ,...,2,1,)(),(  
    

(5.17) 

Also,  .,...,2,1, Njul jjj       (5.18) 

5.3.  Fuzzy Programming Method for BLMOGPP (FPBLMOGPP) 

Algorithm (3): 

Step 1:  Find the above solution of FPULMOGPP and the solution of FPLLMOGPP by 

using an algorithm (1) and an algorithm (2) respectively. However two solutions 

are usually different because of confilicts of nature between two levels objective 

function. The FPULMOGPP knows that using the optimal decision 
UX as a 

control factor for FPLLMOGPP is not practical. It is more reasonable to have 

some tolerance that gives the FPLLMOGPP an extent feasible region to search 

for his/her optimal solution, and also reduce searching time or interactions. In 

this way, the range of the decision variable X should be around 
UX with its 

maximum tolerances k.  

Step 2:  Formulate the following membership function which specify 
UX as:       

 

 























Otherwise,
0

,if,
)(

,if,
)(

)( kXXX
k

XkX

XXkX
k

kXX

X UU
U

UU
U

X   (5.19) 

where 
UX  is the most preferred solution (Zimmermann, 1990).  



Implementation of the - Constraint Method in Special Class of Multi-objective Fuzzy Bi-Level …….. 

Pak.j.stat.oper.res.  Vol.XIII  No.4 2017  pp739-756 749 

Step 3:  Consider the following membership function of the FPULMOGPP at all 

MiuFl iii ,...,2,1,  , as:          
























ii

ii
i

ii

ii

iF

uyxF

uyxl
lu

yxFu

lyxF

yxF
i

),(if,0

),(if,
),(

),(if,1

)),((

  

(5.20) 

where ).,( LL
ii YXFu   

Step 4:  Formulate the following membership functions of FPLLMOGPP for his/her 

goals as:   
























jj

jjj
jj

jj

jj

jf

uyxf

uyxfl
lu

yxfu

lyxf

yxf
i

ˆ),(if,0

ˆ),(if,
ˆ

),(ˆ

),(if,1

)),((

  

(5.21) 

where  ),(ˆ UU
jj YXfu  [16]. 

Step 5:  Generate the satisfactory solution which is also a Pareto optimal solution with 

an overall satisfaction for both decision makers (DMs) by  solving the following 

Tchebycheff problem as follows (Lee and Hsu-Shihshih, 2001; Sakawa, 1993): 

Max           (5.22) 

s.t. 

 IkkXX U  /)]([ ,      (5.23) 

 IkXkX U  /])[( ,       (5.24) 

     MiluyxFuyxF iiiiiFi
,...,2,1,/),()),((   , (5.25) 

     Njluyxfuyxf jjjjjf j
,...,2,1,ˆ/),(ˆ)),((   ,  (5.26) 

 ,1),( yxG          (5.27) 

 ,1),( yxg          (5.28) 

 ,0),( yx
        

(5.29) 

 ]1,0[ .         (5.30) 

where   is the overall satisfaction, and I is a column vector with all elements equal to 

one’s (ls) and the same direction as X. The problem from (5.22) – (5.30) is actually a 

fuzzy problem by Sakawa (1993).  
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Convergence of the Optimal Solution  

By solving problem (5.22) – (5.30), if the ULMOGPP and ,,...,2,1, Miul iii 

are satisfied with this solution, then a satisfactory solution is reached. Other, he/she 

should provide new membership functions for the control variable and objective to 

LLMOGPP until a satisfactory solution is reached. In general, combined with set of 

control decision and objectives with tolerance, the solution of problem (5.22) – (5.30) 

becomes a Pareto optimal (satisfactory) solution for ULMOGPP from (2.1) – (2.3) and 

LLMOGPP from (2.4) – (2.6). 

 

An illustrative example is presented to find the Pareto optimal solution using - 

constraint and fuzzy programming method for BLMOGPP.  

6.   Numerical Example 

To demonstrate the solution method for BLMOGPP, let us consider the following 

example. 

Find ),,( 321 xxxx   so as to ULMOGPP as: 

1
1

1 3 5 1 1

1 1 2 3 1 2min ( ) min : ( ) 20 60 ,
x x

F x F x x x x x x            (6.1) 

           
3

3
2

2
3
1

2
3

2
2

1
12 6050)(:min

1

  xxxxxxxF
x    

(6.2) 

s.t. 

 3)( 32
2
3211  xxxxxxG ,       (6.3) 

 0),,( 321  xxxx
        

(6.4) 

where 32 , xx  solves LLMOGPP as: 

1
3

2
2

2
11

,,
25.0)(:min)(min

3232

  xxxxfxf
xxxx

,      (6.5) 

  21
1

3
1

2
1

12
,

22)(:min
32

xxxxxxf
xx

 
     (6.6) 

s.t.  

 ,1
8

3

4

3
)( 2

32
2

2
2
11   xxxxxg        (6.7) 

 0),,( 321  xxxx .        (6.8) 

 

First,  Using the steps of algorithm (1) in FPULMOGPP as:  

1.  Finds individual optimal solution for each objective functions (6.1) and (6.2) as: 
1

2
1

1
5

3
3

2
1

11 6020)(min
1

  xxxxxxF
X

   

s.t.                                                                                                           (p1) 

3)( 32
2
3211  xxxxxxG , 

0),,( 321 xxx  

Local optimal solution is: 
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)3842.0,4619.4,952.1(66567.20)(min 3211  xxxandxF  

Also  
3

3
2

2
3
1

2
3

3
2

1
12 6050)(min

1

  xxxxxxxF
X

   

      s.t.                                                                                                      (p2) 

3)( 32
2
3211  xxxxxxG , 

 0),,( 321 xxx  

      Local optimal solution is: 

      )23597.0,4422.11,47087.0(20745.18)(min 3212  xxxandxF  

2. Using the local solution of (p1) in (6.2) and the local solution of (p2) in (6.1) in order 

to find the lower bound  il  and upper bound iu  of the function .2,1, iFi    

.0162.40420745.18;89122.4966567.20 222111 uFlanduFl 

That is .0162.40420745.18;89122.4966567.20 21  and  

3.  Reformulate the above problem from (6.1)-(6.4) into two different problems by 

using the - constraint method as follows:  

Primal problem (1):  
1

2
1

1
5

3
3

2
1

11 6020)(min
1

  xxxxxxF
x

  

s.t. 

 ,6050 2
3

3
2

2
3
1

2
3

2
2

1
1   xxxxxx                                                      (p3) 

 ,332
2
321  xxxxx  

 .0),,( 321 xxx  

Primal problem (2): 
3

3
2

2
3
1

2
3

2
2

1
12 6050)(min

1

  xxxxxxxF
x

  

s.t. 

 ,6020 1
1

2
1

1
5

3
2

2
1

1   xxxxx                                                           (p4) 

 ,332
2
321  xxxxx  

 .0),,( 321 xxx  

The corresponding Dual program for the primal problem (1) and the Dual program 

for primal problem (2) is given by (Ojha and Biswal, 2014).  

4. Build the membership function 
21

, FF   by using (5.2), and then solve the 

problem from (5.3) – (5.7) as follows:  

Max   

s.t. 

 ,89122.49)66567.2089122.49(6020 1
2

1
1

5
3

3
2

1
1   xxxxx  
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 ,0162.404)20754.180162.404(6050 2
3

2
2

3
1

2
3

2
2

1
1   xxxxxx  

 
].1,0[,0),,(

,3

321

32
2
321





xxx

xxxxx
 

The optimal compromise solution is obtained as: 

  4053974.0,50157517,072595.1,91127.0 321  UUU xxx . 

The corresponding values of 21 and FF are 23.25882 and 52.44017 respectively  

Second,  Using the steps of algorithm (2) in FPLLMOGPP as:  

1.  Finds individual optimal solution for each objective functions (6.5) and (6.6) as: 
1

3
2
2

2
11

,
25.0)(min

32

  xxxxf
xx

 

s.t. 

 ,1
8

3

4

3
)( 2

32
2

2
2
11   xxxxxg                                                             (p5) 

 .0),,( 321 xxx  

Local optimal solution is: 

min f1 (x) = 1.171595 for (x1 = 1.2395,  x2 = 1.270112, x3 = 0.774514). 

Also,  

21
1

3
1

2
1

12
,

22)(min
32

xxxxxxf
xx

 
 

 s.t.                                                                                                          (p6) 

 

.0),,(

,1
8

3

4

3
)(

321

2
32

2
2

2
11



 

xxx

xxxxxg
 

Local optimal solution is:  

min f2 (x) = 3.504279 for (x1 = 0.62271,  x2 = 1.205879, x3 = 1.330079). 

 

2.  Using the local solution of (p5) in (6.6) and the local solution of (p6) in (6.5) in order 

to find the lower bound jl and upper bound ju of the function 2,1, jf j as: 

l1 = 1.171595< f1 < 2.852155= u1; and l2= 3.504279 < f2 < 4.78887= u2. 

Corresponding 43 and defined by: 

.78887.4504279.3;85215.2171595.1 43  and
 

 

3.  Reformulate the problem from (6.5) – (6.8) into two different problems using the - 

constraint method as follows: 

Primal problem (3): 
1

3
2
2

2
11

,
25.0)(min

32

  xxxxf
xx

 

s.t.  

 ,22 321
1

3
1

2
1

1  xxxxx                                                                 (p7) 
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  .0,,

,1
8

3

4

3

321

2
32

2
2

2
1





xxxx

xxxx
 

Primal Problem (4): 

  22
1

3
1

2
1

12
,

22min
32

xxxxxxf
xx

 
 

s.t. 

        ,25.0 4
1

3
2
2

2
1   xxx                                                                                     (p8) 

 

  .0,,

,1
8

3

4

3

321

2
32

2
2

2
1





xxxx

xxxx
 

The corresponding Dual program for the primal problem (3) and the Dual program 

for the Primal problem (4) is given by (Ojha and Ota, 2014). 

 

4. Build the membership functions
2

,
1 ff   by using (5.11), and then solve the 

problem from (5.12) – (5.16) as follows: 

Max  

     s.t. 

 

 

 

   .1,0,0,,

,1
8

3

4

3

,78887.4504279.378887.422

,852155.2171595.1852155.225.0

321

2
32

2
2

2
1

21
1

3
1

2
1

1

1
3

2
2

2
1





















xxxx

xxxx

xxxxx

xxx

 

The optimal compromise solution as: 

780441.0 for  121792.1,135477.1,8932686.0 321  LLL xxx . 

The corresponding values of f1 and f2 are 1.5405769 and 3.786322 respectively. 

Substituting by optimal compromise solution  LLL xxx 321 ,,  in F1 and F2 respectively, 

and an optimal compromise solution  UUU xxx 321 ,, in f1 and f2 respectively, we get: 

23.25886362 < F1 < 67.763886; and 52.44017 < F2 < 54.2500931, 1.5405769 < f1 < 

17.27286341; and 3.786322 < f2 < 11.95566443 

Third,  Appling the steps in algorithm (3) we have:   

1. Assume the ULMOGPP’s control decision 
Ux1 with tolerance k = 1. 

2. Using (5.19),(5,20) and (5.21) we get membership function 

211
,,,,

21 ffFFx  , then the LLMOGPP solves the following problem from 

(5.22) –(5.30) as: 

max   
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s.t. 

 

,27286341.1773228651.1525.0

,2500931.548099231.16050

,76388613.6750502251.446020

1
3

2
2

2
1

3
3

2
2

3
1

2
3

2
2

1
1

1
2

1
1

5
3

3
2

1
1



















xxx

xxxxxx

xxxxx

 

,07.0

,95566443.1116934196.822

1

21
1

3
1

2
1

1









x

xxxxx
 

 

   .1,0,0,,

,1
8

3

4

3

,3

,07.2

321

2
32

2
2

2
1

32
2
321

1















xxxx

xxxx

xxxxx

x

 

 

The compromise solution of BLMOGPP is 

 7749304.0,114856.2,071753.1 321  xxx , and the corresponding values of 

objective functions are  86580161.53,9266984.33 21  FF  

665864011.5,318925741.2, 21  ff . Also 77.0  (overall satisfaction both 

DMs). Since the ULMOGPP and 1  and 2 are satisfied with the above solution, then a 

satisfactory solution is reacted. 

 

Generally, combined with set of control variable and objectives with tolerance, the 

solution of the above problem becomes a Pareto optimal (satisfactory) solution for both 

DMs. 

7.   Conclusion 

This paper has proposed a special class of multi-objective fuzzy bi-level nonlinear 

problems. This special class is represented in geometric programming problem (GPP) 

which is a powerful tool for solving some special type nonlinear programming problems. 

In method of multiobjective geometric programming problem (MOGPP) we have solved 

one objective function at a time to find the optimal solution and putting other objectives 

in the constraints by using - constraint method. The corresponding fuzzy programming 

technique of the MOGPP is applied in two levels to give an optimal compromise 

solution. The solution method uses the concepts of tolerance membership functions at 

each level to develop a fuzzy max-min decision model for generating Pareto optimal 

(satisfactory) solution for BLMOGPP. The proposed solution method proceeds from 

upper level to lower level in a natural and straightforward manner, based on Lai’s 

satisfactory solution concepts. The ULMOGPP specifies his/her objectives and decisions 

with possible leeway, which are described by membership function of fuzzy set theorem. 

This information then constrains the LLMOGPP,s feasible space.  Also, here we have 

developed a new algorithm for fuzzy programming technique to solve BLMOGPP to find 
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an optimal compromise solution by using - constraint method. Finally, an illustrative 

numerical example has been given to clarify the proposed solution method.           
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